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In this paper, we first discuss how the commitment in
human-robot natural language conversation is impor-
tant and the lack of the commitment leads to break-
downs in conversation. Then, we propose a
human-robot conversation model, which takes the
breakdown into consideration. We implemented a
natural language interface system of a mobile robot,
based on the proposed conversation model. Then, we
conducted experiments with subjects and confirmed
that the proposed interface system provides more
natural conversation between human and robot with
fewer breakdowns.

Keywords: conversation theory, commitment, break-
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1. Introduction

Recent progress in robotics technologies is making it
promising to use robots in everyday life. These robots
will be used by ordinary people at ordinary places (i.e. at
home, offices, and hospitals). For ordinary people, a
natural spoken language interface is considered the most
desirable, since they could interact with robots as they do
to other people.

There are many robot systems, which accept orders by
natural spoken language*'”. It is reported that simple
commands such as "move forward" are misunderstood at
10% by using IBM ViaVoice'”. If a robot fails to recog-
nize a command issued by a user, the user has to cancel
it and reissue the command. Even if a robot recognizes
the order correctly and tries to execute the command,
since the robot has to perform in the real world, the robot
may fail to execute it. Then, the user has to correct the
incorrect behavior by voice. These phenomena lead to
breakdowns '* in the conversation.

We propose a human-robot conversation model, which
takes breakdown into consideration. We also implement
a natural language human-robot conversation system by
using a mobile robot and confirm its efficiency by experi-
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Fig. 1. Converation theory model for human.

ments.

2. Natural Language Interface Systems

2.1. Human-to-Human Conversation Model

In the context of human-to-human dialogue, Winograd
and Flores pointed out that breakdowns occur due to the
lack of commitments between humans'®.

The commitment they define is the state where partici-
pants in dialogue owe certain responsibilities and one
expects the responsibility to be borne by the others. The
breakdown is the state where participants recognize
something wrong in the conversation and it is triggered
by the lack of commitments.

They also proposed a human-to-human conversation
model, which anticipates breakdowns (see Fig.1).

In the figure, the arcs represent actions and the nodes
represent states in conversation. The arc request means
to place an order (task), promise means to accept the
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R: robot
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Fig. 2. Conventional human-robot conversation model.

request or counter offer, declare completion means to
declare the completion of the promised task, declare
complete means to declare the completion of the task,
decline report means to reject the report telling the com-
pletion of the task and making to carry the task out again,
accept means to accept and promise the proposed counter
offer, and cancel means to discontinue the task or re-
quest.

A typical course of conversation between user A and
B is as follows.

User A starts the conversation by making request to
user B. In the state 2, there are five possibilities. User
B could accept, reject or negotiate a change on initial
conditions, or user A could cancel the request or negotiate
a change on initial conditions. Following the normal
course of the conversation, at the end (state 5, 6, 8 and
9), the actors will have a happy end without breakdowns.

2.2. Breakdowns in Human-Robot Conversation

Especially for human-robot conversation, we presume
the following four kinds of breakdowns, which are not
included in the human-to-human conversation model
shown in Fig.1.

(1) Recognition error breakdowns

If the error in voice recognition occurs, the robot may
execute wrong order. (i.e. if the robot recognized as
“turn right” though a user said “turn left”, the robot
will turn to the wrong direction). This kind of break-
downs force the user to cancel the execution and reissue
the correct order.

(2) Motion error breakdowns

Even if the robot tries to execute a correct order, since
the robot has to perform in the real world, it may not
execute the task correctly. This kind of breakdowns force
the user to reissue the command for correcting the robot
performance.

(3) Externalization error breakdowns

It is not always obvious for a user if a robot is per-
forming the ordered task or not. Some task executions
may not accompany any conversation or gesture, so the
user may issue the next command while the robot is still
performing and it will confuse the robot. This kind of
breakdowns are caused by the lack of externalization of
the robot internal states.

(4) Motion continuity breakdowns

In general, sequential orders from a user has a meaning

Journal of Robotics and Mechatronics Vol.14 No.5, 2002

Commitement based Natural Language Interface System

U: Cancel

R Counter

U nser
R robot

Fig. 3.
model.

Commitment based human-robot conversation

as a context.

For example, after a user ordered a robot to bring a
medicine, the user will succeedingly order a glass of
water.

These sequential orders are considered as a routine
work and if the user has to ask these orders one by one
and every time, it will be stressful for the user.

To the contrary, if a robot offers these desirable orders
to the user, it will prevent these breakdowns.

2.3. Human-Robot Interface

So far, there are already several speech command ac-
ceptable robots in the market™'”. Most conventional ro-
bots are based on a simple dialogue model, which just
recognize a voice order and perform it (see Fig. 2). And
the user repeats the simple order and execution cycle until
a task is completed. Since voice recognition systems con -
tain a certain percentage of recognition errors "9 these sim-
ple methods lead to recognition error breakdowns.

In such breakdowns, efforts to resolve ambiguities in
spoken language are being made. The conversation sys-
tem Linta resolves ambiguity by using sensor information
observed by a robot". Jijo-2 and Robovie robots resolve
ambiguity by using situational context in conversation™”.

In externalization error breakdowns, CERO is resolv-
ing by regularly reporting internal states of a robot to the
user”.

Though the above systems are resolving each aspects
of breakdowns in human-robot conversation discussed in
section ”, they are not resolving commitments nor break-
downs as a whole. The conversation model proposed by
Winograd and Flores has applied to groupware (human-
to-human interface system), The Coordinator", but there
is no conversation system, which considers the above
breakdowns in human-robot interaction.
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3. Commitment-based Human-Robot Con-
versation Model

To overcome the four kinds of breakdowns discussed
in section 2.2, we modified the conversation model pro-
posed by Winograd and Flores as follows (see Fig. 3).

First, for (1) recognition error breakdowns, we added
node 3°. We have drawn the arc from node 3 to 3’, so a
robot confirms the recognized command. At the state 3°,
a user has three choices: accept the correctly recognized
command (accept arc, which will be automatically fol-
lowed in a certain time period has passed even if a user
explicitly confirm it by voice (as the implicit agree-
ments)), correct the misunderstood command (counter
arc), or cancel the command (cancel arc).

For (2) motion error breakdowns, we made a robot to
also follow the arc from node 3 to 3” when it performs a
certain task for a long time. By this speech act, a robot
could confirm to the user if it is performing the task
correctly. For the (3) externalization error breakdowns,
we have added the looped arc on node 3, so a robot
explicitly expresses the internal states to a user peri-
odically. Finally, for (4) motion continuity breakdowns,
we added the arc from node 4 to 6, so a robot could
propose the presumable order as a counter offer.

With these modifications, conversations of a robot and
a user will be improved as follows.

(X; indicates the transition from state i to j by actor
X(U: user or R: robot)’s speech act.)

(1) Recognition error breakdowns

Conversational model (see Fig. 2):
Uy "Turn to the right."
2R3 : "I will turn to the left."
( Recognition error occurred and

the robot turns to the left.)
3Uy : "Stop it."
1U> : "Turn to the right."
2R3 1 "I will turn to the right."
sR4 : "I have completed the task."
Proposed model (see Fig. 3):
1Uz: "Turn to the right."
2R3 1 "All right,
3Ry 2 1 will turn to the left."

3»U, : "Right direction."

2R3 1 "All right,

3Ry I will turn to the right."
3R3 1 "Good."

3R4 : "I have completed the task."
4Rs : "Thank you."

With the conventional model, when a voice recogni-
tion error occurred, the user has to terminate the wrong
movement and reissue the correct one again.

With the proposed model, since the robot asks the user
for confirmation, the user could know the voice recogni-
tion error and correct by saying only misunderstood part

326

(in this case the direction to turn).

(2) Motion error breakdowns
When a robot is moving straight forward, the direction
has shifted to the left.

Conventional model:

3R9 : "Stop."

iUz : "Move a little to the right."

2R3 "I will move a little to the right."
Proposed model:

3R3 : "Is this the right direction?"
3*U2 ;. "No."
2Rs : "Which direction should I move?"

¢U> : "Turn a little to the right."
2R3 : "All right,
3Ry ¢ "I will move forward to the right."

With the conventional model, the user has to monitor
the robot movement. When the user found the malfunc-
tioning, the user has to stop the robot once, and then
reissue the new command.

With the proposed model, the robot confirms if it is
still executing correctly, so the user could correct the
wrong part in the robot movements and could keep the
robot working as the user intended.

(3) Externalization error breakdowns

Conventional model:
Uz : "What is that (in front of you)?"
2R3 "I will investigate it."
(Robot is investigating by using sensors)

1U> : "Move backward a little."
Proposed model:

(U : "What is that?"

2R3 : "All right."

3Ry "I will investigate it."

3»Us: "Good."

3R3 : "Investigating." (periodically)
3Ry : "This is a film case."

4Us : "Thank you."

With the conventional model, since the user could not
know if the robot is still investigating, the user considered
the robot is stacked and issued the next command.

With the proposed model, since the robot explicitly
explains the internal states via voice, the user could wait
for the robot performance confidently.

(4) Motion continuity breakdowns

Conventional model:

U, © "What is that (in front of you)?"
2R3 1 "I will investigate it."

3Us : "This is a film case."

U, : "Lower the arm."

2R3 ¢ "I will lower my arm."

3R4 : "I have lowered my arm."
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Table 1. Typical phrases which Khepera accepts.

Item Phrase

Mobile base "Turn to the right/left."

"Move forward/backward."

"Move to the right/left."
(The robot turns right/left then moves forward)

Arm "Lower/Raise the arm."

Gripper "Close/Open the gripper.”

Sensors "What is it?"
(The robot investigates the object in front of the
robot)

Adverbs "a little", "more/much"

Ack "Thank you."

Fig. 4. Mobile robot Khepera.

1Uy @ "Close the gripper.”

2R3 @ "I will close my gripper."
3Rs : "I have closed my gripper."
Proposed model:

1Uz 0 "What is that?"

2R3 : "All right,

3Ry "I will investigate it."

3R3: "Good."

3R3 : "Investigating." (periodically)
3R4 : "This is a film case."

4Rs : "Shall I lower my arm?"

6R3: "Good."

3R4 : "I have lowered my arm."

4Rs : "Shall I close my gripper?"
¢Us : "Good."

3R4 : "I have closed my gripper."
4Us : "Thank you."

With the conventional model, the user has to issue the
sequence of orders for grasping a film case one by one.

With the proposed model, the robot refers the com-
mand history issued by the user, so the robot can expect
the sequence of orders for grasping after it found a film
case. To the contrary, the robot asks permission for exe-
cuting the sequence of orders. This will realize more
natural and pleasant conversation than conventional ones.

Journal of Robotics and Mechatronics Vol.14 No.5, 2002

Commitement based Natural Language Interface System

"Move lorward."
Voice

Recognition o B CL> ¢
* Microphone -

Command
Recognition

Voice
Synthesize

/J'Au right,
>QQ— "'l move forward."
er

1 .
Speak
Robot | =~
Control > [— O
Khepera

Linux Host Computer

Fig. 5. Schematic diagram of the dialogue system.

Fig. 6. Experimental environment.

4. Implementation

We implemented the human-robot dialogue system
based on the proposed conversation model on a mobile
robot, Khepera (see Fig. 4). Khepera only has four de-
gree of freedom (i.e., two for mobile base which enables
to translate and to turn and two for gripper turret which
enables to flip up/down the arm and to open/close the
gripper). Khepera only has eight infrared very short -
range sensors. The control flow of the dialogue is as
shown in Fig. 5. We employed the speech recognition sys-
tem Juliusand the speech synthesize system developed by
Create System Development Co., LTD.

Since sensors and actuators Khepera has are rather
restricted, we implemented all possible dialogue patterns
for speech. Typical phrases which Khepera accepts are
as shown in Table 1. We also implemented alternative
phrases such as “grasp it” for “close the gripper” to
increase voice recognition quality.

Examples of actual conversations are as shown in sec-

327



Nakauchi, Y., et al.

600 25

CTime Consumption
—+ Number of Conversations

500
1 20

400 | ]

300 -

10

Time Consumption (sec.)
Number of Conversations

100

Conventional Model Proposed Model

Fig. 7.
per task.

Consumption time and number of conversations

tion 3.

As for the counter offers the robot proposes, we re-
corded the history of commands a user issued, and when
a pair of the succeeding two commands has been ob-
served as it has a correlation (exceeded a certain thresh-
old), we made the robot propose it”. All these systems
are implemented on a Linux host computer (Pentium 1V,
2GHz) and Khepera is controlled via an RS-232c serial
communication network (see Fig. 5).

5. Experiments and Discussion

To confirm the efficiency of the proposed system, we
conducted experiments with subjects. The experimental
environment for the robot is as shown in Fig. 6. The size
of the field is 60cm x 60cm % 2.5cm. The task that the
subjects perform was to move up the robot in front of the
film case, to make the robot to recognize the object' (if
it is a film case or the wall), to grasp it, to move in front
of the wall, to put it outside of the field, and to move
back to the initial position (see the arrows on Fig.6).
Subjects were five undergraduate students in the com-
puter science department.

We have prepared two types of natural language inter-
face. One is the conventional dialogue, based on the
simple conversation model in Fig. 2. The other is the
proposed dialogue, based on the conversation model in
Fig. 3. To eliminate experiencing side-effects (subjects
will be accustomed with the task while they are perform-
ing experiments), we have asked each subject to perform

the task five times for each dialogue system with the
random order. The averaged consumption time and num-
ber of conversations for each trial are as shown in Fig.7.
The number of conversation means the number of series
of conversation in each conversation model (i.e. In the
case of Fig. 3, the conversation which starts from node 1
and finishes on node 5, 7, 8, or 9 is counted as one
conversation.).

From the Fig.7, with the proposed dialogue system, we
observed that the consumption time per task has im-
proved a little and the number of conversations is de-
creased from 18 to 7.

We also videotaped subject performance and counted
the number of voice recognition errors and the number
of motion errors. The averaged number of voice recog-
nition errors per task was 1.3 and the averaged number
of robot motion errors per task was 2.0. Below, we dis-
cuss how the proposed system worked for preventing
breakdowns.

(1) Recognition error breakdowns

Voice recognition errors were observed about 1.3
times per task.

With the conventional model, when these errors oc-
curred, a user stopped the wrong movement of the robot
and then issued the command for the cancellation (i.e.,
when the robot misunderstood the phrase as ‘“move to
the right” in stead of ““turn to the right”, the robot turned
right and then moved forward, so the user had to stop the
motion and then had to move the robot backward to can-
cel the movement.)

With the proposed model, since a user could know the
error before the robot executes it, the user corrected the
misunderstood word (at the node 3’ in Fig. 3), so recog-
nition error breakdowns were not observed.

(2) Motion error breakdowns

Motion errors were observed about 2.0 times per task.

Most cases where error occurred were as follows.

When a user turned the robot towards the film case
and made the robot move straight forward (towards the
film case), the proceeding direction curved gradually and
the robot could not face the film case.

With the conventional model, a user had to stop the
robot when the robot direction curved, and then correct
the direction by turning the robot.

With the proposed model, the robot asked if the trans-
lating direction is still correct when it was translating, so
the user could correct the direction by saying such as “a
little right (the counter offer shown as the arc from the
node 3’ to the node 2 in Fig. 3), so motion error break-
downs were not observed.

(3) Externalization error breakdowns

With the conventional model, when the robot is inves-
tigating the object in front of it silently, a user sometimes
issued the next command, so the robot could not estimate
the direction face to the object. With the proposed

1 When the robot recognized the object in front of it as a film case, the robot rotates so the f ilm case may become the front.
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model, since the robot periodically declares that it is still
investigating, externalization error breakdowns were not
observed.
(4) Motion continuity breakdowns

With the proposed model, when the robot came close
to the wall with the film case in the gripper, the robot
itself inferred the presumable next user command from
the past command history with the current situation, and
then proposed a user for releasing the file case on the out
side of the field. Also, when the robot detected a film
case, the robot proposed a user for catching it. In these
cases, what a user has to do was just permitting these
proposals. With these incidents, it has confirmed that a
user could smoothly operate the robot. This phenomenon
is also observed as the fewer number of conversations by
the proposed model as shown in Fig.7.

6. Conclusion

We proposed a conversation model for human-robot
natural language conversations, focusing on breakdowns
in human-robot conversation, and proposed a commit-
ment-based conversation model. In experiments, we
confirmed that the proposed system prevents breakdowns
and provides smooth conversation between the human
and robot.

The conversation system we developed was rather
simple because of the maneuvering and sensing ability
Khepera has, so we plan to extend sensing ability by
employing a CCD camera on Khepera. For externaliza-
tion of the robot status, we are planning to implement
gestures as well as voice.

In this paper, we assumed that the task for Khepera to
perform was to handle film cases. In other directions for
expanding our work, we plan to apply our conversation
model to applications such as secretary robots” and serv-
ice robots™'".
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